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a b s t r a c t

This work presents a study of multi-phase flow through the cathode side of a polymer electrolyte mem-
brane fuel cell employing an interdigitated flow field plate. A previously published model has been
extended in order to account for phase change kinetics, and a comparison between the interdigitated
flow field design and a conventional straight channel design has been conducted. It is found that the
parasitic pressure drop in the interdigitated design is in the range of a few thousand Pa and could be
reduced to a few hundred Pa by choosing diffusion media with high in-plane permeability. The additional
compressor work due to the increased pressure loss will only slightly increase, and this may be offset
by operating at lower stoichiometries as the interdigitated design is less mass transfer controlled, which
means that the overall efficiency of the interdigitated arrangement will be higher. In the interdigitated
ulti-phase flow

ulti-fluid model
FD modeling

design more product water is carried out of the cell in the vapor phase compared to the straight channel
design which indicates that liquid water management might be less problematic. This effect also leads to
the finding that in the interdigitated design more waste heat is carried out of the cell in the form of latent
heat which reduces the load on the coolant. Finally we see that the micro-porous layer might help keep
the gas diffusion layer substrate dry due to a potentially higher evaporation rate caused by a combination

large
of the Kelvin effect and a

. Introduction

One general major question of fuel cell design concerns the
etailed geometry of the flow field plates. The different possible
esigns include straight, parallel channels which have a small pres-
ure drop and gas velocities, serpentine channels which have a
arger pressure drop and higher gas velocities, or the interdigitated
esign where straight inlet channels are dead-ended and a con-
ective flow of the gas and liquid is enforced through the porous
as “diffusion” media (GDM) to the straight outlet channels at the
ost of an increased pressure drop. This paper describes a numeri-
al study that compares the interdigitated cell design with straight
hannel cell design employing a newly developed computational
odel that is based on the formerly commercial software code

FX-4.4. The model employs the so-called multi-fluid approach,
hich solves one complete set of transport equations for each

hase. The physics of phase change have now been implemented
nd the model also accounts for the Kelvin effect. Other details of
he model have been described in a previous publication [1]. In
rief, the model allows for the specification of material parameters
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r specific surface area compared to the diffusion layer substrate.
© 2010 Elsevier B.V. All rights reserved.

such as the irreducible saturation, the in- and through-plane per-
meability, porosity and average contact angle of the liquid phase in
every porous layer, i.e. catalyst layer (CL), micro-porous layer (MPL)
and gas diffusion layer (GDL).

The structure of this paper is as follows: first a description of the
model is given and the equations that account for phase change
effects are listed in detail. Then a standard case of the interdigi-
tated cell design is investigated, highlighting the different physical
effects and showing detailed distributions of important properties
such as predicted liquid saturation, relative humidity distribution,
oxygen distribution and gas and liquid phase pressure distribu-
tion. A detailed study then compares the interdigitated channel
design with the parallel channel design under specified operating
conditions with varying stoichiometric flow ratio. Advantages of
the interdigitated design include a possibility to operate at lower
stoichiometric flow ratio, a higher concentration of oxygen inside
the catalyst layer, a lesser amount of product water leaving the
cell in the liquid phase and a lower and more stable load on the
coolant. Next a second case will be investigated in detail where
more realistic material parameters are employed than in the first

case (irreducible saturation, in- and through-plane permeability,
porosity) and it is found that the micro-porous layer may help keep-
ing the gas diffusion layer substrate dryer by enforcing a higher
evaporation rate. Finally the Conclusions section will summarize
the main findings of this study.

http://www.sciencedirect.com/science/journal/03787753
http://www.elsevier.com/locate/jpowsour
mailto:tbe@iet.aau.dk
mailto:torsten.berning@alumni.uvic.ca
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Fig. 1. Schematic of the cathode side with an interdigitated flow field design.

. Interdigitated flow field

The interdigitated flow field design was first devised by Nguyen
2] with the goal of reducing the amount of liquid water flooding
nside the porous gas diffusion layers of the fuel cell during oper-
tion and enhance the oxygen concentration at the catalyst layers
y means of forced convection. While it was shown that this flow
eld design afforded higher limiting current densities one obvi-
us disadvantage of this design is the increased pressure drop due
o the forced convection through the porous layers. Modeling and
xperimental work on interdigitated flow fields was reported in
eferences [3–11]. Fig. 1 shows a schematic of the cathode side of a
uel cell employing an interdigitated flow field plate.

The reported stack pressure drop in the original publication was
n the range of 1.4–2.4 kPa for a 1 mm land width depending on the
perating conditions [2]. Clearly this pressure drop is a strong func-
ion of the overall mass flow (current density) through the porous
ayer and, more importantly, on the level of liquid saturation. If the
ir is forced through a highly saturated porous medium the pressure
rop increases drastically. To give an example about the importance
f the pressure drop in a fuel cell during operation consider this:

Imagine we want to operate a 5 kW fuel cell unit at a stack pres-
ure of 1.5 atm which was previously found to be advantageous
ith regard to cell power density and limiting current density [12].

he work required to isothermally power the compressor at ambi-
nt temperature is given by [13]:

compr = 1004 J kg K−1 293 K
�compr

[(
1.5 atm
1.0 atm

)0.286
− 1

]
ṁ (1)

here �compr is the efficiency of the compressor and ṁ is the
ass flow through the compressor. If the maximum power den-

ity is taken to be 1 W cm−2 a total cell area of 5000 cm2 would
e required. Typically the maximum power density is achieved in
he vicinity of the limiting current density, which we take around
.5 A cm−2. This means that at this operating point a total current
f 7500 A is generated. The amount of oxygen required is:

˙ O2 = 7500 A
4(mole-e−)(mole-O2) × 96, 487 C/mole-e−

≈ 0.02 mole-O2 s−1 (2)

Hence a total of 0.09 mole s−1 dry air has to be compressed. The
−1
olar mass of air is 28.84 g mole which results in an overall mass

ow of 2.67 g s−1. Assuming a compressor efficiency of 85% the
ompressor work amounts to 113.6 W or 2.27% of the rated stack
utput. This however would only hold true for a stoichiometric flow
atio of unity. Typically a stoichiometry of 2 is applied at minimum
Fig. 2. Compressor work for a stack power of 5 kW and an operating (back-) pressure
of 1.5 atm (152 kPa) as function of the stoichiometric flow rate and cell pressure drop.
The assumed efficiency of the compressor is 85%.

at the cathode to reduce mass transport losses, which increases the
parasitic power required for the compressor to 4.5% of the rated
stack power. Due to its effective gas transport the interdigitated
design may allow for operation at lower stoichiometric flow ratio
of, say, 1.5 and thus increase the overall system efficiency, pro-
vided the added pressure drop due to the forced convection over
land is not too high. Fig. 2 shows that the advantage of operating at
a smaller stoichiometric flow ratio at the cathode side clearly out-
weighs the disadvantage of having a larger pressure drop across the
cell due to the interdigitated plate design.

In addition to the potential for low stoichiometry operation
there is the added advantage of having a higher oxygen concentra-
tion inside the catalyst layer, as we will see below, which reduces
the activation overpotential. We will also see that the claim that
the forced convective gas flow provides more effective liquid water
removal from the electrodes is warranted only to a limited degree;
the main mechanism of liquid water removal is phase change.

3. Model description

3.1. General approach

The model presented here is based on the multi-fluid approach,
which means that in contrast to the homogeneous approach [14]
and the multi-phase mixture approach [15–17] we are solving for
each phase one complete set of transport equations, i.e. continu-
ity equation, momentum equation, energy equation and species
equation [18–20]. The detailed mathematical equations are out-
lined in Berning et al. [1]. The multi-fluid approach utilizes the
generic advection-diffusion equation:

∇ · ε (s˛ (�˛U˛�˛ − �˛∇�˛)) = εs˛S˛ (3)

where s˛ denotes the saturation of phase ˛, � is its density, ε is
the porosity of a porous medium (for the channel ε = 1.0), U is the
velocity vector and � is the transported quantity, e.g. a mass frac-
tion. � denotes the molecular diffusion coefficient, i.e. � A˛ = �˛DA˛,
where DA˛ is the binary diffusion coefficient of component A in the
background fluid of phase ˛. Note that in case of the momentum
equations � ˛ is the dynamic viscosity �˛ of phase ˛. The term

on the right hand side denotes a source term, e.g. through elec-
trochemical reaction or phase change. In case of the momentum
equations the source terms are replaced by so-called body force
terms which may represent a porous resistance.

The equations solved in the current model are:
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Continuity equations for gas and liquid phase.
Three-dimensional momentum equations for gas and liquid
phase.
Energy equations for gas and liquid phase.
Species equations for oxygen and water vapour for the gas and
liquid phase.

It should be noted that while two energy equations are currently
eing solved yielding two temperature fields (gas and liquid) we are

nherently assuming that the gas phase, the liquid phase and the
olid matrix of the porous media share the same temperature field.
ence we are only interested in a single temperature field, the one
f the gas phase where we implement the sink and source terms
ue to phase change. The liquid phase energy equation is solved but
o attention is paid. The same holds true for the species transport
quations in the liquid phase, i.e. we could solve for the oxygen
oncentration in the liquid phase but we pay no attention here.
onsequently “zero” equations are being solved for those proper-
ies. In a multi-fluid model every transported property is solved for
n every thermodynamic phase, which means that we pay a numer-
cal penalty compared to the multi-phase mixture model, where
nly one set of transport equation is solved [21]. This however is
ade up by the fact that the multi-fluid model is more physical and

umerically simpler to solve.
In case of the gas momentum equation inside a porous medium

he generic advection-diffusion equation becomes:

· ε(sg(�gUg ⊗ Ug − �g(∇Ug + (∇Ug)T))) = εsg

(
�g

εkrelK
Ug − ∇pg

)
(4)

here krel is the relative permeability of the gas phase and pg is the
ressure in the gas phase. It can be seen that if the left hand side
f Eq. (4) is negligible (i.e. if the velocities are small) the right hand
ide reduces to Darcy’s law formulated with the intrinsic velocity.

The relative permeability of the gas phase depends on the liquid
aturation in the following form:

rel,g = (1 − s)q (5)

here s is the absolute liquid saturation (in contrast to the reducible
aturation). The exponent q is difficult to measure and it is fre-
uently assumed to be 3.0. The predicted overall gas phase pressure
rop will be very sensitive to this parameter.

The momentum equation for the liquid phase is [1,20]:

∇ · ε(sl(�lUl ⊗ Ul − �l(∇Ul + (∇Ul)
T)))

= εsl

(
∇pcap + �l

εkrelK
Ul − ∇pg

)
(6)

In above equation the capillary pressure pcap and the gas phase
ressure pg may be summarized to the liquid phase pressure
ccording to the definition:

cap = pg − pl (7)

Hence Eq. (6) can be reduced to Darcy’s law in a similar fashion
s the gas phase momentum equations.

.2. Implementation of phase change

Similar to a previous publication by Berning and Djilali [18] the
urrent model requires the specification of phase change kinetics.
his is in contrast to the multi-phase mixture model [22], where

ocal equilibrium between the gas phase and the liquid phase is
nherently assumed, which means that liquid water cannot co-
xist with gas phase at less than 100% relative humidity (RH). The
ulti-fluid model allows for such condition, which afforded us

o study the theoretical propagation of the liquid product water
urces 195 (2010) 4842–4852

through the porous layers of a fuel cell and identify critical mate-
rial parameters [1]. That study was conducted in the absence
of phase change which means that all the product water corre-
sponding to a certain current density left the cell in the liquid
phase. For the current study focusing on the interdigitated cell
design we implemented phase change kinetics in the following
form:

3.2.1. Evaporation
If there is liquid water in the presence of non-saturated

(RH < 100%) gas phase evaporation will occur. The amount of water
that evaporates depends on the level of undersaturation and the
surface area of the liquid phase. In order to estimate the sur-
face area of the liquid phase it was assumed that it exists in
the form of droplets inside the porous media [23,24]. The size
of these droplets is assumed to correspond to the pore volume
which is estimated from the characteristic pore radius in this
work:

rchar =
√

K

ε
(8)

where K is the dry permeability of the porous medium and ε is its
porosity. The overall rate of evaporation of a single droplet is gov-
erned by diffusion and convection of water vapour away from the
saturated gas–liquid interface into the undersaturated bulk flow
according to [25]:

ṁH2O,evap = kxm�D2MH2O
xA0 − xA∞

1 − xA0
(9)

where kxm is the convective mass transfer coefficient in
[kmol m−2 s−1], D is the droplet diameter estimated from the char-
acteristic pore radius, MH2O is the molecular weight of water, xA0 is
the molar fraction of water vapor at the gas–liquid interface which
corresponds to psat(T)/pgas and xA∞ is the relative humidity in the
bulk flow which corresponds to the molar fraction of water vapour.
This in turn can be converted from the mass fraction of water
vapour calculated by the CFD solver (note that the mass fraction
of water is a transported property, i.e. it is a solution of a transport
equation solved by CFD). Eq. (9) stems from the analogy between
heat and mass transfer.

The saturation pressure as function of temperature has been
approximated:

psat(T) = 2.3865 × 10−1 × T3 − 2.2015 × 102 × T2

+ 6.8113 × 104 × T − 7.0624 × 106 (10)

where psat is in Pa and T is in Kelvin. This equation is a very good
curve-fit of the fundamentally derived exponential expression used
by Springer et al. [26] in the temperature range between 40 ◦C and
100 ◦C, and it leads to an improved numerical robustness of our
code. We can now correct the saturation pressure according to the
Kelvin equation [27]:

psat, corr(T) = psat(T) exp

(
−2	 cos 


MH2O

�H2O,l

1
RT

(
ε

K

)0.5
)

(11)

Here 	 is the surface tension (0.0625 N m−1), 
 is the contact
angle, MH2O is the molecular weight of water, � its density, R the
universal gas constant and T the local temperature. The charac-
teristic pore dimension is again specified by the porosity ε and
permeability K of the porous medium.
The mean convective mass transfer coefficient kxm is calculated
according to:

kxm = cDH2O-air

D
Shm (12)
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here c is the total concentration which can be calculated from
he ideal gas law, D is again the droplet diameter, DH2O-air is the
iffusion coefficient of water vapour in air [28]:

H2O-air = 1.87 × 10−10 T2.072

P
(13)

n (m2 s−1), which applies for a temperature range between 280 K
nd 450 K. For forced convection around spheres the Sherwood
umber can be calculated from [25]:

hm = 2 + 0.60Re1/2Sc1/3 (14)

This again stems from the analogy between heat and mass trans-
er and it holds for small net mass transfer rates in a flowing fluid
pproaching with a uniform velocity v∞ (see below). In our case Eq.
14) should suffice to yield an approximate mass transfer rate. Re
s the characteristic Reynolds number:

e = Dv∞�

�
(15)

ith D as the droplet diameter, v∞ is the free-stream velocity, i.e.
he calculated speed of the gas phase in the control volume, � is
he gas phase density and � is the gas phase dynamic viscosity. It
an be seen that for low velocities the Sherwood number reduces
o 2. However, at the channel/GDL interface and in case of con-
ection through the porous media as occurs in the interdigitated
esign there will be a significant convective contribution to the
verall mass transfer. The Schmidt number Sc in above equation is
alculated according to:

c = �

�DH2O-air
(16)

Thus we can calculate the evaporation rate for a single droplet
f specified diameter D. The number of droplets then depends on
he calculated liquid saturation in every control volume CV of our
umerical grid according to [23]:

Droplet,CV = s
VCV

1/6�D3
(17)

Multiplying the calculated number of droplets in every control
olume with the rate of water evaporation per droplet as calculated
y Eq. (9) will yield the total amount of water undergoing phase
hange, and this is implemented as sink and source term for the
ontinuity equations of the liquid phase and the gas phase as well
s the species equation of water vapour.

.2.2. Condensation
Condensation occurs when the local water pressure pg,H2O

xceeds the local saturation pressure psat(T), and it is fundamen-
ally different from evaporation as it can occur on any hydrophilic
urface [24] while evaporation naturally requires the presence of
iquid water. In the current model the approach used by Nam and
aviany was adopted [24], which describes the rate of condensation
er unit of interfacial area according to:

˙ ′′
H2O,cond = 1

4
ūm˛mMH2O

pg,H2O − pH2O(T)
RgT

(18)

here ūm is the mean molecular speed (8RgT/�M)1/2 and ˛m is
he mass accommodation coefficient, taken to be 0.04 [24]. Simi-
ar to evaporation, condensation is diffusion controlled, and this is
ccounted for by an uptake coefficient � according to [24]:
1
�

= 1
˛m

+ ūmlD
4DH2O-air

= 1
˛m

+ 3
4

1
Kn

(19)

here D is the characteristic length for diffusion (e.g. pore size) and
n is the Knudsen number defined as �/lD where � is the mean free
urces 195 (2010) 4842–4852 4845

path of water vapor. In this work an overall uptake coefficient of
� = 0.006 was assumed [24].

In order to calculate the volumetric condensation rate an expres-
sion for the interfacial contact area per unit volume Alg/V is needed.

ṁ′′′
H2O,cond = ṁ′′

H2O,cond

Alg

V
(20)

Similar to the work by Nam and Kaviany a value of 1000 m−1 is
assumed in this work [24]. Hence the volumetric condensation rate
ṁ′′′

H2O,cond can be obtained, and by multiplying this value with the
volume of a control volume CV we obtain the required source and
sink term for the liquid phase and gas phase continuity equations as
well as the species equation for water vapor for every given control
volume in [kg s−1].

Overall both the evaporation rate and the condensation rate
can only be estimated in our current model. We will see in the
results section that the calculated relative humidity is close to 100%
throughout the two-phase domain indicating “fast” phase change
kinetics. A detailed study on the effect of the kinetic parameters
on the predicted liquid water distribution and the overall water
balance will be conducted in the future.

3.2.3. Latent heat
Eqs. (9)–(17) yield the amount of water evaporated in every

given control volume in [kg s−1] in case of evaporation whereas
Eqs. (20)–(22) yield an expression for the amount of mass under-
going phase change in every control volume in case of condensation
in [kg s−1]. Evaporation means we have a source term for the water
vapour equation and the gas phase continuity equation as well as
a sink term for the liquid phase continuity equation. We also need
to correct the energy equation with a source or sink term. The heat
of evaporation can be calculated as:

r = T �Sr (21)

where �Sr is the change in entropy due to phase change in
[J mol−1 K−1]. The heat of evaporation of water can be approxi-
mated by a linear function in the temperature range in question
[29]:

r = 57, 555.684 J mol−1 − 45.36 J mol−1 K−1 × T (22)

Multiplying Eq. (22) with the amount of water undergoing phase
change in every given control volume in [kg s−1] and dividing by the
molecular weight of water in [kg mole−1] yields the source and sink
term for the energy equation for every given control volume in [W].

Note that it is currently assumed that the product water is in
the liquid phase. This means for the energy equation that we will
have a source term due to reversible and irreversible heating inside
the catalyst layer. The source term as proposed by Lampinen and
Fomino has been implemented in the current model [30]:

q =
[

T
S

nF
+ �act

]
i (23)

where i is the local volumetric current density T is the local tem-
perature n is the number of electrons transferred, �S is the entropy
production, F is Faraday’s constant (96,487 C mole−1) and �act is
the activation overpotential where in this work a constant value of
300 mV has been assumed.

Both the entropy change and the number of electrons n depend
on how the cathode half-cell reaction is formulated. For the follow-

ing notation:

O2 + 4H+ + 4e− → 2H2O (24)

We have n = 4 and �SPt = −326.36 J mol−1 K−1 [30].
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Table 1
Base case material properties.

Parameter Symbol Unit CL MPL GDL

Porosity ε – 0.75 0.75 0.75
2 −12 −12 −12
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the simulations have been mirrored in the postprocessor for better
visualization. The gas enters from the center region and streams to
the sides as is indicated by the flow vectors. The predicted pressure
drop in this case is close to 2000 Pa, but this value depends strongly
on the dry permeability of the diffusion medium, the relative per-
In-plane permeability K|| m
Through-plane permeability K⊥ m2

Contact angle 
 ◦

Irreducible saturation sirr –

In our current model the local volumetric current density is
alculated out of the oxygen concentration according to:

local = iavg

(
cO2,local

cO2,avg

)�

(25)

here iavg is the pre-specified average current density that the
ell operates at, cO2, local is the local oxygen concentration in every
ontrol volume and cO2, avg is the volume-averaged oxygen concen-
ration inside the catalyst layer calculated in the previous iteration.
he exponent � can be freely specified in the current model. In the
urrent simulations a value of unity was applied indicating a strong
ependency of the local oxygen concentration on the local current
ensity.

.3. Boundary and interface conditions

For these simulations a single repeat unit was chosen so
hat symmetry boundary conditions were applied at both lat-
ral interfaces (z-direction). In the through-plane (y-) direction a
emperature boundary condition was applied at the bipolar plate
nterface, which was the desired cell temperature. This allows heat
ux out of the computational domain across this interface which is
n integral part of the energy balance conducted below. As this is
solid plate there is no need to specify any boundary condition for

he gas phase. The other boundary is located at the catalyst layer
here the interface to the membrane would be located. There are
o-flux conditions imposed to the gas and liquid phase as well as
o the energy equation, meaning that all the waste heat is either
icked up by the gas stream (or goes into latent heat) or leaves the
ell through the bipolar plate interface where the coolant would be
ocated.

One important boundary condition is applied for the liquid
ater at the interface between the flow channel and the gas dif-

usion medium. In this model the liquid phase pressure at the
nterface is specified as function of the velocity of water coming
ut of the GDL similar to the well-known Hagen–Poisseuille equa-
ion. The number of active sites per unit area is used to scale the
elocity, and a good guess is in the range of 1,000,000 active sites
er m2 [31]. The equation for the liquid phase boundary condition

s thus [1]:

l,int = pl,1 − Vpore

(
8�l

ε

K

)
(yint − y1) (26)

here pl,1 is the liquid pressure in the first interior cell adjacent to
he boundary and y1 its y-coordinate, while pl,int and yint are the
orresponding values at the channel/GDL interface. This expres-
ion also incorporates the material porosity ε and permeability K
s well as the liquid phase viscosity �l. This way the liquid phase
ressure at the interface is smaller than in the interior (note that

n a hydrophobic medium the liquid pressure is larger than the

as phase pressure). The pore velocity is calculated from the CFD
olution according to [1]:

pore = Vl

ACV
y

A

nact
(27)
1.0 × 10 1.0 × 10 1.0 × 10
1.0 × 10−12 1.0 × 10−12 1.0 × 10−12

120 120 120
0 0 0

Where Vl is the y-component of the calculated liquid phase velocity
and ACV

y is the y-area of the control volume.

4. Results

The results section consists of the presentation of the base case
and highlighting the physics of the interdigitated design. Next a
parametrical study will compare the interdigitated design with a
conventional straight channel set-up and finally we demonstrate
the capabilities of the model by specifying more realistic material
conditions in the various layers of the cell.

4.1. Base case simulations

In order to demonstrate the capabilities of the current model
base case simulations were conducted. The conditions were cho-
sen at a stoichiometric flow ratio of 2, an inlet RH of 75%, a cell
temperature of 80 ◦C and an outlet pressure of 1.5 atm. Under such
conditions there will be a defined evaporation front inside the
porous medium. The material parameters used are listed in Table 1.
The land and channel width of the cell was 1 mm, the GDL thick-
ness 220 �m, the MPL thickness 30 �m and the CL thickness 10 �m.
The computational domain and the numerical grid are shown in
Fig. 3. It can be seen that the active area is only 1 mm long (x-
direction). Hence the case investigated here can be termed quasi
two-dimensional. All two-dimensional (y–z) plots shown in the
results section are taken from the middle of the active area.

In the following we want to consider the detailed results for
a current density of 1.0 A cm−2. Fig. 4 shows the calculated gas
phase pressure drop in a two-dimensional cut. The results from
Fig. 3. Numerical grid used for the interdigitated simulations. The inlet is on the
lower left and the exit on the upper right. The porous media are the refined section
over the channels. The red dotted lines indicate the flow direction.
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Fig. 4. Predicted gas phase pressure distribution and corresponding flow vectors for the base case investigated. The results have been mirrored and the inlet is in the center.
The pressure values are relative to the “reference pressure”, i.e. the pressure at the outlet.
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Fig. 5. Predicted liquid phase pressure distribution an

eability of the gas phase and the liquid saturation level inside
he porous media. A pressure drop of 2000 Pa is in the vicinity of
xperimentally observed pressure drop [2], and according to Fig. 2
his is a relatively small price to pay in terms of added compres-
ion power. Note that despite the fact that the domain investigated
ere is quasi two-dimensional the pressure drop across the porous
edium calculated here is representative for the pressure drop in
three-dimensional set-up when the along-the-channel pressure
rop can be neglected.

The calculated liquid phase pressure and the resulting liquid
hase flow vectors are shown in Fig. 5. The liquid phase pressure
as been calculated out of the difference between the gas phase
ressure and the capillary pressure, which depends in turn on the

iquid saturation. So in the dry regions the liquid phase pressure
ecomes identical to the gas phase pressure. It can be seen that
he liquid water flows from under the land region towards both
he entry and exit channel region. If it were to reach the entry
egion it would get stuck in the channel section because it cannot
nter the hydrophobic GDL. In such cases no steady state solution
ould be obtained with the model, and accordingly experiments
ith an interdigitated flow field have to be conducted in a way that

he liquid product water cannot enter the dead-ended inlet sec-

ion. Simulations conducted with this model indicate that the drag
etween the gas phase and the liquid phase is not sufficient to keep
he liquid water from penetrating the channel section (not shown);
t has to be accomplished via phase change, which means that con-
ucting experiments where the gas phase is fully saturated cannot

Fig. 6. Liquid saturation distribution
esponding flow vectors for the base case investigated.

lead to a steady state. Sinha and Wang have also shown that in
fuel cells capillary forces dominate over viscous drag [32]. We will
see below that in the current case the liquid water will not reach
the inlet section because it evaporates. The predicted liquid phase
pressure is around 5000 Pa, but this will change with the prescribed
material properties. The capillary pressure is not defined inside the
channels. We can see some liquid water predicted inside the chan-
nels but here the liquid phase pressure is identical to the gas phase
pressure. A detailed channel model would account for a specified
shear-off diameter of liquid droplets and a corresponding liquid
pressure, but this is beyond the scope of the current work.

The predicted liquid saturation is shown in Fig. 6. Similar to
previous calculations the maximum saturation is around 14%. How-
ever, in this case the irreducible saturation was assumed zero in
this case for simplicity. The irreducible saturation has a dominant
impact on the overall predicted saturation and consequently on
the gas phase pressure drop across the cell, which means that the
interdigitated design is well suited for multi-phase model valida-
tion.

Fig. 7 shows the predicted distribution of the oxygen concentra-
tion. Despite the fact that the stoichiometric flow ratio of 2.0 is fairly
low and the current density is fairly high we see a relatively uniform

distribution of oxygen at the catalyst layer, which is in contrast to
the straight channel design. The inlet oxygen concentration in this
and the following simulations is around 8.3 mole m−3, but varies
slightly with the inlet pressure. We also see that owing to diffusion
the oxygen concentration decreases in the channel as well.

for the base case investigated.
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Fig. 7. Predicted oxygen concentration distribution for the base case investigated.

Fig. 8. Predicted relative humidity distribution for the base case investigated.
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Fig. 9. Predicted temperature dist

The relative humidity distribution is shown in Fig. 8. The RH
ncreases from the inlet section to the under-land section where the

ulti-phase region starts. As was described by Berning and Djilali
18] this increase in RH is a direct consequence of the previously
bserved decrease in oxygen molar fraction. Once the multi-phase
egion is reached condensation is the predominant phase change
echanism. Overall the relative humidity remains relative constant

ere at around 100%. It is also interesting to see that the RH exceeds
00% at the bottom of the channel due to the specified temperature
oundary condition where the coolant would be located. Hence a

etailed channel model would need to account for condensation
ere.

The calculated temperature distribution is shown in Fig. 9.
here is only a slight temperature increase predicted; its magni-

Fig. 10. Predicted rate of phase change for the base case investigated. Pos
on for the base case investigated.

tude is determined by the thermal conductivity of the materials
and the thermal contact resistances. It is typical that the highest
temperature occurs under the channel region as heat is trans-
ferred from here to the land regions and the cooling channels
which are here represented by a fixed temperature boundary.
The temperature increase at the inlet section is higher than
the temperature increase at the outlet section. This is caused
by the fact that the local current density is coupled to the
local oxygen concentration which is higher at the inlet sec-
tion.
Finally, Fig. 10 shows the local rate of phase change. There are
peak values for evaporation at the dry/wet interface as could be
expected. It can also be seen that there is no direct correlation
between the local rate of phase change and the temperature

itive values indicate evaporation and negative values condensation.
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ig. 11. Predicted average oxygen concentration inside the catalyst layer as function
f current density for the interdigitated design (int.) and straight channel design
str.).

istribution which is in agreement with the modeling predictions
y Luo et al. [33].

.2. Comparison between interdigitated and straight channel
esign

In order to sort out which flow field arrangement is preferable
comparison of straight channel design with the interdigitated

esign was performed using a similar geometrical set-up. Already
ere it becomes clear that a one-to-one comparison is not easily

acilitated. The fact that the otherwise straight channels are sub-
ivided between inlet section and outlet section means that we
ave only half the number of inlet channels in the interdigitated
esign which in turn means that the inlet velocity is twice as high
ompared to the straight channel set-up when keeping the same
toichiometric flow rate, and this makes a direct comparison diffi-
ult. The operating conditions and boundary conditions were the
ame as before, with the exception that the stoichiometric flow
atio was varied and the full range of current density explored,
hile prediction of the cell potential is obviously not a capability

f the current model.
Fig. 11 shows the development of the average molar oxygen con-

entration inside the catalyst layer as function of current density.
ith the material parameters as chosen the predicted limiting cur-

ent densities for the straight channel cases at stoichiometric flow
atios of 2.0 and 4.0 were relatively low at around 0.6 A cm−2 and
.8 A cm−2. This is why an additional case with a stoichiometric flow
atio of 20 was conducted which resulted in a predicted limiting
urrent density of around 1.2 A cm−2. By comparison the interdigi-
ated case is not mass transfer controlled and the predicted oxygen
oncentration is higher compared to the straight channel set-up
hroughout all current densities. A modeling study performed by
ang suggested that oxygen starvation inside the catalyst layer can

ead to local activation overpotentials as high as 700 mV [34], so the
nterdigitated design should lead to a better cell performance due to
ower activation overpotential at high current densities. Moreover,
he interdigitated design will allow for a wider land area and thus
educe the contact resistance at the cost of a slightly higher pres-
ure drop. Thus two different mechanisms should enhance the cell
erformance when using the interdigitated design over the straight

hannel arrangement.

A further point that should be mentioned is that the down-the-
hannel concentration of oxygen in the inlet part should be higher
or the interdigitated design, as nitrogen is also forced by convec-
ion through the porous media to the outlet side. Consequently
Fig. 12. Predicted average liquid saturation inside the porous layers as function of
current density for the interdigitated design (int.) and straight channel design (str.).

there is a net flux of nitrogen from inlet section to outlet section
which is absent in the straight channel set-up where there is no
net flux of nitrogen due to the diffusive nature. All this means that
towards the end of the inlet section of the interdigitated design
the oxygen concentration should be significantly higher compared
to the outlet section of the straight channel design which should
lead to a smaller down-the-channel variation. This, however, has
not been investigated in detail in the current work due to the quasi
two-dimensional nature of this study.

Fig. 12 shows the average liquid saturation inside all the porous
media as function of current density. Owing to the fact that the
irreducible saturation was set to zero in these cases the values range
up to 10% with peak values at 15%. The interdigitated design shows
less water than the straight channel design, which is caused by the
fact that the relatively dry inlet air of 75% RH is forced through
the porous media. It can also be seen that at a stoichiometry of
4.0 there is a very small amount of liquid water. Not shown in the
current plots is the predicted average relative humidity inside the
catalyst layers. It is 100% for the straight channel design for the cases
investigated. Employing the interdigitated design the dryer air is
forced closer to the catalyst layer and the predicted average relative
humidity for a stoichiometric flow ratio of 4 increases from 90.34%
at a current density of 0.2 A cm−2 to a value of 94.6% at 1.2 A cm−2,
while it is above 99% in all cases for a stoichiometry of 2.0. It is
very desirable to keep the catalyst layer fully humidified in order
to reduce protonic losses here. In current fuel cells the catalyst layer
thickness is roughly half that of the membrane which may range
around 20–30 �m, but the electrolyte volume fraction in the CL is
significantly lower which means that we may have high protonic
losses if it is not properly humidified [34].

As liquid water management and removal is a major hurdle for
fuel cell commercialization these days it is also of interest, how
much of the product water leaves the cell in the gas phase and how
much leaves the cell in the liquid phase. While it should be kept
in mind that currently no phase change has been implemented in
the channels the results presented here can still give an indication
about the magnitude of the expected problems concerning liquid
water removal. Fig. 13 summarizes the fraction of product water
that leaves the cell in the vapour phase for the cases investigated.
It is important to realize that even when most of the product water
leaves the cell in the liquid phase this does not mean that there

is no (stationary) liquid water inside the cell. This can be seen for
the case of a straight channel and a stoichiometric flow ratio of 20,
where up to a current density of 0.4 A cm−2 all the product water
is predicted to leave the cell in the vapour phase but there is still
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Fig. 13. Predicted fraction of product water evaporated as function of current den-
sity for the interdigitated design (int.) and straight channel design (str.).

Fig. 14. Predicted fraction of latent heat on the total waste heat production as func-
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Table 2
Predicted pressure drop as function of current density for the interdigitated flow
field.

hydrophobic pores) was 120 degrees. The MPL had the same per-
meabilities and porosity, but the irreducible saturation was set to

T
F

ion of current density for the interdigitated design (int.) and straight channel design
str.).

tagnant water predicted inside the porous media. A comparison
etween the interdigitated design and the straight channel design
hows also here that for similar operating conditions the interdig-
tated design is able to “shed off” a significantly higher fraction of
he product water in the vapour phase, which means that the liq-
id water management may be significantly less problematic. In
ase of the interdigitated design the overall amount of evapora-
ion will depend on the pressure drop across the land area. The RH,
efined as pg, H2O/psat(T), will decrease with a decreasing gas phase
ressure which will lead to a stronger evaporation term [18]. This
ould make the in-plane permeability of the GDM a key parameter
o control the evaporation rate: a low permeability leads to a high
ressure drop and consequently a high fraction of product water
ill evaporate.

able 3
inal case material properties.

Parameter Symbol Unit CL

Porosity ε –
In-plane permeability K|| m2

Through-plane permeability K⊥ m2

Contact angle 
 ◦ 12
Irreducible saturation sirr –
Current density [A cm−2] 0.2 0.4 0.6 0.8 1.0 1.2

Pressure drop Stoich 2 [Pa] 313 722 1095 1462 1822 2178
Pressure drop Stoich 4 [Pa] 510 1016 1521 2026 2531 3036

Another property of interest in these simulations is the fraction
of waste heat that leaves the cell in the form of latent heat of evapo-
ration, as the remaining fraction has to be picked up by the coolant
and thus comes at the cost of a reduced system efficiency. Conse-
quently the detailed heat balance incorporates the heat conducted
out of the cell at the bipolar plate boundary, where the temperature
has been fixed (low y interface). Fig. 14 shows that in the interdig-
itated design significantly less cooling is required compared to the
straight channel design as more waste heat leaves the cell in the
form of latent heat. Moreover, the percentage of latent heat remains
fairly constant with current density which would facilitate an eas-
ier control of the coolant flow rate. A more detailed investigation
of the effect of the cooling channel on the cell performance is to
follow.

Finally, it was mentioned that the largest penalty for using the
interdigitated design might be the increased pressure drop. Table 2
summarizes the predicted values as function of current density,
which are as high as 3 kPa for the case of a stoichiometry of 4 and a
current density of 1.2 A cm−2. Again a reminder that despite the lim-
ited geometry investigated here the simulations should still yield
a realistic pressure drop provided that the parameters for the rel-
ative permeability of the gas phase and the irreducible saturation
are correct.

4.3. Specifying different material parameters

The final case presented here employs different material param-
eters in every domain in order to demonstrate the capabilities of
the model. According to the Leverett equation employed here the
capillary pressure is a function of permeability, porosity, contact
angle and pore-size distribution inside the porous medium [35,36].
Moreover, the Leverett function is only employed to the reducible
saturation [37,38], and in our model a different irreducible satura-
tion can be specified in every layer [1]. This means that a change
in either of the aforementioned properties leads automatically to
a jump in the predicted saturation between the different layers,
because the liquid phase pressure distribution has to be continuous
[24]. The last case shown here can be compared with the first case
investigated in detail in that the operating conditions were kept the
same. However, the material properties were specified different in
every layer. Inside the catalyst layer an irreducible saturation of 30%
was applied due to the higher fraction of hydrophilic pores here.
The in- and through-plane permeabilities were left unchanged at
one Darcy, the porosity was at 75% and the contact angle (of the
10% due to the higher hydrophobicity. In the GDL an in-plane per-
meability of 5 Darcy was specified and the irreducible saturation
was set to 20% the MPL. For the under-land section of the GDL the

MPL GDL-land GDL-channel

0.75 0.75 0.75 0.60
1.0 × 10−12 1.0 × 10−12 5.0 × 10−12 5.0 × 10−12

1.0 × 10−12 1.0 × 10−12 1.0 × 10−12 1.0 × 10−12

0 120 120 120
0.30 0.10 0.20 0.20
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Fig. 15. Predicted gas phase pressure distribution and corresponding flow vectors for the last case investigated.
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Fig. 16. Predicted liquid saturation

orosity was reduced to 60% to account for the compression effect.
t should be noted that by comparison the droplet size in the MPL
s lower compared to the GDL, as it is calculated out of the charac-
eristic pore size. This means that the surface area of the droplets
s larger and hence by comparison the evaporation rate is higher
n the MPL compared to the GDL for the same saturation level. We

ill see in the results that this effect apparently leads to a dryer
DL/MPL interface. Table 3 summarizes the material properties.

Starting at the calculated pressure distribution we see in Fig. 15

hat due to the higher in-plane permeability the calculated pressure
rop is now below 500 Pa. The flow vectors indicate that there is a
uch higher gas flux through the GDL substrate than through the
PL, again due to the higher in-plane permeability specified in this

Fig. 17. Predicted liquid phase pressure distribution and cor

Fig. 18. Predicted rate of phase change dist
ution for the last case investigated.

region. The predicted liquid water distribution is shown in Fig. 16.
As was noticed before the specified irreducible saturation sets the
level for the overall predicted saturation level. Inside the catalyst
layer it is fairly constant ranging from 30% to 32.3% while inside
the MPL it varies from 10% to 13.3% in the “wet” region. Under the
channel the GDL interface with the MPL remains dry, which may be
caused by the higher local evaporation rate in the MPL. The under-
land section of the GDL is predicted fairly wet at saturation levels
above the specified capillary threshold of 20%. The jump condi-

tion between the land section and the channel section results out
of the different porosities specified here, which leads to a higher
predicted saturation level under the land section. The liquid phase
pressure is depicted in Fig. 17 and shows that the maximum pre-

responding flow vectors for the last case investigated.

ribution for the last case investigated.
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icted pressure is only at 2000 Pa and located inside the catalyst
ayer. Finally we see in Fig. 18 that the highest evaporation rate
s at the interface between the MPL and the GDL under the chan-
el section, which might cause the dry region here at the GDL side.
his higher evaporation rate may be caused by two different effects:
he Kelvin effect (see Eq. (11)) and the larger relative surface area
ue to the smaller pore size. A more detailed study on this is to
ollow.

. Conclusions

A multi-phase model of the cathode side of a PEM fuel cell has
een presented here. The model is based on the computational fluid
ynamics package CFX-4.4 and utilizes the multi-fluid approach,
hich means that a complete set of transport equations has to be

olved for every phase and detailed kinetics of phase change can be
mplemented. There is no inherent assumption that the gas phase
elative humidity cannot exceed 100% and it is allowed that liq-
id water may co-exist with gas phase at less than 100% relative
umidity. The model was applied to simulate the multi-phase flow

nside a fuel cell with interdigitated flow field plates. The calcu-
ated pressure drop agrees well with experimental values reported
n the literature. When the irreducible saturation was set to zero
he predicted level of liquid saturation was at 15% similar to the
traight channel design and the predicted oxygen concentration
t the catalyst layer was fairly high and uniform. A comparative
tudy was performed between the interdigitated design and a con-
entional straight channel set-up. It was found that by comparison
he interdigitated cell yielded a higher and more uniform oxygen
oncentration at the catalyst layer, the overall liquid saturation was
ower due to the enforced convection of relatively dry air. Moreover,
ess product water exits the porous media in the liquid phase which

eans that problems related to liquid water management are less
evere. Finally, more of the waste heat is leaving the cell in the form
f latent heat which leads to a lower load on the coolant. A final case
howed the impact of employing different material parameters on

he results and demonstrated the capabilities of the model. Coinci-
entally it was found that the higher evaporation rate caused by the
elvin effect and the higher specific surface area in the MPL yields
lower liquid saturation in the GDL substrate. This effect will be

nvestigated in more detail in the future.
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